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With the current hype for artificial intelligence, 
aviation and other sectors are looking at how 
new technologies can be exploited to benefit 
performance. But AI brings – and expands – 
problems already known about from research 
in automation. Fabrice Drogoul and Philippe 
Palanque explain why caution is required.

KEY POINTS

 AI in air traffic management: New AI tools are being proposed 
for air traffic management. These technologies can either replace 
or assist human tasks, but they bring fresh challenges, especially 
in roles where safety is critical. In safety-critical contexts, very 
high reliability is required. This is not yet achieved by AI.  

 Human-AI teamwork: Roles can vary in human-automation 
setups. In some cases, the human is fully in charge with 
automation as a tool. In others, control is split or even reversed, 
where the system takes the lead. It’s crucial to get the balance 
right to keep humans “in the loop” where it counts. 

 Complexity and risk: Complexity brings increasing risk of 
system failure, and so aviation regulators are cautious, advising 
against quickly rolling out new AI technologies until they’ve 
proven reliable. 

 Regulatory limits: Only certain types of automation where 
humans can stay in control will be approved in the near future. 
While full AI autonomy is a possibility, deployment, robustness, 
and safety issues will prevent early use of AI technologies in safety-
critical contexts. 

OVER THE LOOP, INSIDE THE LOOP OR 
OUTSIDE THE LOOP? 

Fabrice Drogoul Philippe Palanque



INTRODUCTION

The recent advances in artificial intelligence (AI) technologies have 
been perceived as a game changer in air traffic management as in 
many other areas. Statistical AI technologies that are used for tasks 
such as pattern recognition or item classification are based on machine 
learning (ML) technologies. Symbolic AI technologies that are used for 
tasks such as diagnosis or decision-making are based on rule-based 
technologies. These technologies are very different, but they share the 
fact that they are designed to replace or augment human-performed 
activities with computer-performed activities. Whether or not AI 
technologies are embedded, this process has been known for nearly 
a century as ‘automation’, and many limitations, pitfalls and drawbacks 
have been studied (see Drogoul & Palanque 2019). These are usually 
exacerbated when AI technologies come into play. 

A concrete example of ML-based computer vision technologies is 
the one being deployed for detecting undesired objects on airports` 
runways (see Noroozi et al., 2023). In that contribution, the authors 
propose a stepwise processing of computer images for foreign object 
detection (FOD). Based on a widely used training dataset called YOLOv4, 
the highest accuracy is about 93.81%. This could be seen as a good level 
of precision for the AI technology. However, this means that the system 
is wrong once every 16 FOD. In numbers, the system produced 134 false 
positive (a non-existing object was detected) and 215 false negatives (a 
non-detected object was actually present on the runway) and 1566 true 
positives. With respect to the expected reliability level of safety-critical 
systems, this reliability level would be considered poor. 

The following generation of work considered automation with 
electronics and algorithms. Already in 1985, Chambers and Nagel 
were worried about automation drawbacks “As more and more 

automation is incorporated in aircraft, the essential question becomes 
one of autonomy: Should the automated system serve as the human 
pilot’s assistant, or vice versa?” (p. 1187).

Advances in AI technologies are expanding the potential for 
automation, enabling computers to take over tasks that are difficult 
to describe with algorithms, such as generating images from textual 
prompts. A recurring key element in the process of automatisation 
is that humans remain involved and must collaborate with the 
automation to carry out their tasks. 

DIVERSE VIEWS ON
HUMAN-AUTOMATION COLLABORATION

The ways in which humans can collaborate with automation is 
presented using the GUSPATO model in Figure 1. GUSPATO is 
the acronym composed with the first letter of the seven types of 
collaboration where control, authority and responsibility (according 
to the terminology of the RCRAFT framework for automation 
of Bouzekri et al., 2021) migrate between the technical system 
embedding automation and the human.

Figure 1: A reproduction of Figure 1 from (Fitts, 1951) showing the 
reference to mechanical automation

Each line of the figure corresponds to one type of collaboration with 
automation. The first line describes a collaboration where the human 
is seen as a ‘god’ and creates the system and its outcome. In that case 
the system can be seen as an object belonging to the creator. 

The second line represents the classical use of computers where the 
system is seen as a tool used by the user or operator. The tool may embed 
some automation but the control, the authority and the responsibility 
remain with the user/operator. The human is, here, inside the interaction 
loop perceiving information provided by the system, cognitively 
processing it and triggering system functions when appropriate.
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Figure 2: GUSPATO: A seven-level classification of
human-system collaboration 
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In the aviation domain, regulators such as EASA are defining 
safeguards to prevent the exploitation of AI technologies before there 
has been a demonstration that they have been made robust enough 
to meet the development assurance and safety levels identified for 
the target system. The EASA roadmap to AI (in its current version 2.0, 
EASA, 2023) provides a clear path toward adoption of AI in the long 
term, demonstrating that only the first three lines of GUSPATO model 
will be available in the coming years. For Human-AI teaming, EASA has 
now provided a clear distinction between a) cooperation where AI and 
humans are working together but with distinct goals and collaboration, 
and b) where AI and humans are working together towards the same 
goal (see Figure 2). The advanced automation level foreseen in the 
long term encompasses some full automation that can be overridden 
by the operator (human still in control). Only as a safety tool (when 
incapacitated) can AI perform in the most advanced automation level 
actions and take decisions that cannot be overridden (see Figure 3). 
This corresponds to the fact that AI trustworthiness requirements, as 
identified in EASA (2020), are not met yet.

ROBUST AUTOMATION IN
SAFETY-CRITICAL CONTEXTS

A key issue in the use of GUSPATO model is that the lower lines 
require more complex algorithms and, in some cases, might require 
the exploitation of AI technologies. While this might be acceptable 
for entertainment or mass-market systems, complexity in computer 
systems is a precursor for failures (at least in the area of software 
where “Complexity metrics are better predictors than simple size 
metrics of fault and failure-prone modules”, according to Fenton and 
Olhsson, 2000).

When new technologies for producing computing systems 
appear (a new programming language, for instance) significant 
effort is required to harden the technology making it suitable for 
deployment in critical contexts. This is why it is wiser and safer to 
keep older technology in use and to refrain from being an early 
adopter in order to avoid disillusion, as is the case with the fantasy 
of fully autonomous driving (Cusumano, 2020).

Line three shows an unbalanced sharing of control, authority and 
responsibility between the system (as assistant) and the human (as 
supervisor). Automation is more complex, and more complex tasks 
are performed by the system, following a delegation of tasks by the 
human. The human still holds control, authority and responsibility 
but positioned over the interaction loop (monitoring the partly 
autonomous behaviour of the system). 

Line four in the middle of the figure corresponds to a symmetric 
relationship for control, authority and responsibility between the 
system and the human. In this type of collaboration, both entities can 
delegate tasks to the other entity and monitor their performance. 
Authority and responsibility are shared, and the human can be 
considered as outside of the interaction loop when the systems 
perform tasks autonomously. 

Line five corresponds to reversal of the collaboration presented in 
line three but now the human is an assistant to the system. In that 
context the system might require the human to perform tasks and will 
monitor the performance of the human. Such reversal of roles in the 
collaboration is similar for the last two lines of the figure. The last line 
corresponds, for instance, to generative AI where objects are created 
by the system and the human is an object amongst many others.

Level 1 AI:
assistance to human

 Level 1A: Human augmentation

 Level 1B: Human cognitive
 assistance in decision-making and
 action selection

Level 3 AI:
advanced automation

 Level 3A: The AI-Based system 
performs decisions and actions 
that are overridable by the human

 Level 3B: The AI-based system 
performs non-overridable decisions 
and actions (e.g. to support safety 
upon loss of human oversight)

Level 1 AI:
human-AI teaming

 Level 2A: Human and AI-based 
system cooperation

 Level 2B: Human and AI-based 
system collaboration

human-AI teaming

Figure 3: The levels of automation based on Human-AI interaction in the EASA AI Roadmap

“In the aviation domain, regulators 
such as EASA are defining 

safeguards to prevent the exploitation 
of AI technologies before there has 

been a demonstration that they have 
been made robust enough.”



This paper presented the issues related to artificial intelligence 
technologies, and in particular machine learning, in the context of 
automation. The trustworthiness of these technologies is far behind 
the currently deployed safety-critical technologies. Based on output 
from the EASA AI task force, we can see that certification authorities 
take trustworthiness issues very seriously, and understand that 

deployment of AI technologies is not there yet. We are thus far away 
from a real collaboration between such technologies and operators, 
at least in such critical contexts. A lot of research work remains to 
be done in order to go from design options to implementation, 
certification and deployment of such systems. 

Phase I: exploration and first 
guidance development

Phase II: AI/ML framework 
consolidation Phase III: pushing barriers

20202019 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035

2021
First usable

guidance for
Level 1 AI/ML

(human assistance/
augmentation)

2022
First usable

guidance for
Level 2 AI/ML

(human/machine
collaboration)

2024
First usable

guidance for
Level 3 AI/ML

(more autonomous 
machine)

2026
Finalized

guidance for
Level 1 and 2 

AI/ML

2028
Finalized

guidance for
Level 3 AI/ML

2029
Adapt to further 
Innovation in AI

* For Large Aircraft, based on roadmaps from major players

2019 
First EASA AI/ML 

IPCs & applications

2025 
First approvals

of AI/ML

2030 
Single-pilot

CAT operations*

2035 
Autonomous

CAT operations*
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Figure 4: EASA AI Roadmap target dates for deliverables (adapted from EASA [2020], p. 13)
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