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EXECUTIVE SUMMARY

This document with its sequels provides human factors guidelines for facilitating and
fostering human trust in ATM systems. In particular, it is concerned with the trust of
computer-assistance tools and other forms of automation support, which are expected to be
major components of future ATM systems.

It contributes to the first part of a larger project entitled ‘Solutions for Human-Automation
Partnerships in European ATM (SHAPE)’ being carried out by the ATM Human Resources
Unit of EUROCONTROL, later renamed the Human Factors and Manpower Unit (DIS/HUM).

The former UK Defence Evaluation and Research Agency (DERA), now known as QinetiQ,
was awarded the investigation of three specific human factors topics concerned with trust
(see the current document and EATMP, 2003a, 2003b), situation awareness (see EATMP,
2003c) and teamworking (currently under preparation).

Four additional human factors issues are also in the SHAPE overall objectives: recovery from
system failure, workload and automation, future controller skill-set requirements, and
experience and age (see EATMP, 2003d).

This deliverable, on the subject of trust guidelines, is the first one for the SHAPE Project.
There are two subsequent deliverables on trust issues; one is dealing with trust measures
(see EATMP, 2003a), the other provides detailed information about trust principles (see
EATMP, 2003b).

Section 1, ‘Introduction’, outlines the background to the project, and the objectives and
scope of the deliverable.

Section 2, ‘Automation’, defines what is meant by automation, introduces the concept of
different ‘levels’ of automation and provides a brief review of human factors research.

Section 3, ‘Understanding Trust’, defines what is meant by trust, discusses the different
elements or dimensions which trust is composed of, and explains the notion of
‘complacency’. How trust is understood in ATC is discussed.

Section 4, ‘Trust and Human-Machine Systems’, provides a short review of human factors
research into trust and automation. The first part considers general research; the second part
focuses on research into trust and ATM systems. Lastly, a simple model of trust factors is
presented.

Section 5, ‘Measuring Trust’, describes a number of techniques for measuring trust.

Section 6, ‘Trust Subjects’, provides subjects to be considered for facilitating and promoting
trust in the design and development of ATM systems.

References, a list of the Abbreviations and Acronyms used in these guidelines and their full
designations, and finally Acknowledgements are provided at annex.
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1. INTRODUCTION

1.1 Purpose

The purpose of this document and its sequels is to provide a set of human
factors guidelines for facilitating and fostering human trust in ATM systems.
The guidelines are primarily concerned with the trust of computer-assistance
tools and other forms of automation support, which are expected to be major
components of future ATM systems.

ATM systems have always depended on trust. Controllers have to trust their
radar and communications equipment, trust the safety of their procedures and
instructions and, ultimately, trust pilots and others to follow those instructions
correctly. However, with the introduction of computer assistance 'tools' and
other forms of automation support, trust is becoming more important because
it is potentially both harder to gain and easier to lose.

1.2 Scope

This document is intended to provide a review of the literature on the subject
of human trust in automation, particularly in relation to the real-time simulation
of future ATM systems. The review is not intended to be exhaustive.
In addition, the human factors guidelines are aimed at providing practical
advice to EUROCONTROL project leaders and other project staff who are
concerned with ATM automation design issues.

Trust is recognised to be a subject of increasing importance in the design of
complex human-machine systems. However, trust is not a simple
uni-dimensional variable. It is possible to be correctly distrusting of a system
(e.g. when it is unreliable), but also to be too trusting (‘over-trusting’) or not
trusting enough (‘under-trusting’). These four different aspects of trust are
illustrated in Figure 1.
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Figure 1: Theoretical relationship between trust and system reliability

Trust is affected by reliability, but is clearly not the same since the latter is a
property of the automation and the former a property of the human. Trust is
important because, ultimately, we want controllers to use automation support
when the latter are useful and reliable.

1.3 Background

The work on trust presented in this module is embedded in a larger project
called ‘Solutions for Human-Automation Partnerships in European ATM
(SHAPE)’. The SHAPE Project started in 2000 within the Human Factors
Sub-Programme (HSP) of the EATMP Human Resources Programme (HRS)
conducted by the ATM Human Resources Unit of EUROCONTROL, later
renamed the Human Factors and Manpower Unit (DIS/HUM) (see EATMP,
2000).

SHAPE is dealing with a range of issues raised by the increasing automation
in European ATM. Automation can bring success or failure, depending on
whether it suits the controller. Experience in the introduction of automation into
cockpits has shown that, if human factors are not properly considered,
‘automation-assisted accidents’ may be the end result.

Seven main interacting factors have been identified in SHAPE that need to be
addressed in order to ensure harmonisation between automated support and
the controller:

System reliability

Low

High

Trust

Low High
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� Trust: The use of automated tools will depend on the controllers' trust.
Trust is a result of many factors such as reliability of the system and
transparency of the functions. Neither mistrust nor complacency are
desirable. Within SHAPE guidelines were developed to maintain a
correctly calibrated level of trust (see this document and EATMP, 2003a,
2003b).

� Situation Awareness (SA): Automation is likely to have an impact on
controllers SA. SHAPE developed a method to measure SA in order to
ensure that new systems do not distract controllers' situation awareness of
traffic too much (see EATMP, 2003c).

� Teams: Team tasks and performance will change when automated
technologies are introduced (team structure and composition change,
team roles are redefined, interaction and communication patterns are
altered). SHAPE has developed a tool to investigate the impact of
automation on the overall team performance with a new system (currently
under preparation).

� Skill set requirements: Automation can lead to both skill degradation and
the need for new skills. SHAPE identifies new training needs, obsolete
skills, and potential for skill degradation aiming at successful transition
training and design support (currently under preparation).

� Recovery from system failure: There is a need to consider how the
controller will ensure safe recovery should system failures occur within an
automated system (currently under preparation).

� Workload: With automation human performance shifts from a physical
activity to a more cognitive and perceptual activity. SHAPE is developing a
measure for mental workload, in order to define whether the induced
workload exceeds the overall level of workload a controller can deal with
effectively (currently under preparation).

� Ageing: The age of controllers is likely to be a factor affecting the
successful implementation of automation. Within SHAPE this particular
factor of human performance, and its influence on controllers'
performance, are investigated. The purpose of such an investigation is to
use the results of it as the basis for the development of tools and guidance
for supporting older controllers in successfully doing their job in new
automated systems (see EATMP, 2003d). Note that an additional report
providing a questionnaire-survey throughout the Member States of
EUROCONTROL is currently under preparation.

These measures and methods of SHAPE support the design of new
automated systems in ATM and the definition of training needs. It also
facilitates the preparation of experimental settings regarding important aspects
of human performance such as potential for error recoveries or impacts of
human performance on the ATM capacity.
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The methods and tools developed in SHAPE will be complied in a framework
in order to ease the use of this toolkit in either assessing or evaluating the
impact of new systems on the controller performance, efficiency and safety.
This framework will be realised as a computerised toolkit and is planned to be
available end of 2003.

1.4 Structure

The document is divided into six sections, following the ‘Introduction’, as
shown in Figure 2.

Automation
(Section 2)

Trust and Human-
Machine Systems

(Section 4)
Measuring Trust

(Section 5)

Trust Guidelines
(Section 6)

Understanding Trust
(Section 3)

Figure 2: Structure of the guideline document
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2. AUTOMATION

2.1 What is Automation?

In order to understand the concept of trust in automation, it is important first to
understand what is meant by the term automation. A variety of meanings can
be found in the literature. At one extreme, automation is often equated with
technological change in general, particularly changes that result in humans
being replaced by machines. At the other extreme automation is associated
with computers and computer software, particularly including ‘intelligent’
systems that are capable of a degree of self-operating (autonomous)
functioning.

In the context of human-machine systems, and especially ATM systems, a
more precise definition of automation is required. A good definition, which will
be used here, has been provided by the US National Research Council, Panel
on Human Factors in Air Traffic Control Automation1:

… a device or system that accomplishes (partially or fully) a
function that was previously carried out (partially or fully) by a
human operator. (p. 243).

This definition emphasises a number of important points:

•  First, automation should be distinguished from technological innovation or
modernisation, which, although involving computerisation, does not
necessarily change the allocation of functions between humans and
machines. For example, replacing a radar display with a high-resolution,
colour, computer display terminal is not automation if the controller’s tasks
remain unchanged. However, according to this definition, replacing paper
flight progress strips with an electronic equivalent is automation because
the allocation of functions (e.g. coordination between sectors) has
changed.

•  Second, automation is not a single entity or attribute of a system. The word
‘partially’ in the above definition indicates that automation can be applied
to different degrees or levels. For example, the autopilot and auto-landing
functions in modern aircraft represent one level of automation. In the case
of electronic flight progress strips, the automatic sorting of the strips on the
display screen would be another level of automation. The subject of levels
of automation is considered in more detail in the next section.

•  Third, as noted by Parasuraman and Riley (1997), what is considered to
be automation changes over time as technology changes.

                                               
1 See Committee on Human Factors Web site at:
http://www4.nas.edu/cbsse/delhp.nsf/web/committee_on_human_factors
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•  Ultimately, if a function is fully accomplished by a device or system, then
the function ceases to be regarded as automation, and is instead seen as
an ordinary part of system. In other words “today’s automation could well
be tomorrow's machine” (p. 231).

2.2 Levels of Automation

The point was made above that automation could be applied at different
levels. It is useful to think of automation as a continuum varying from manual
control at one end, to fully automatic at the other end. This notion of levels has
been discussed in the literature for many years (e.g. Hopkin, 1975). The ten
levels of automation first expounded by Thomas Sheridan (e.g. Sheridan,
1988) have become widely accepted. The most recent version of these levels,
from Parasuraman, Sheridan and Wickens (2000), is shown in Table 1 below.

Table 1: Levels of automation (from Parasuraman et al., 2000)

Level Human-machine cooperation

10
(high)

The computer decides everything, acts autonomously, ignoring
the human.

9 Informs the human only if it, the computer, decides to.

8 Informs the human only if asked, or

7 Executes automatically, then necessarily informs the human, and

6 Allows the human a restricted time to veto before automatic
execution, or

5 Executes that suggestion if the human approves, or

4 Suggests one alternative

3 Narrows the selection down to a few, or

2 The computer offers a complete set of decision/action
alternatives, or

1
(low)

The computer offers no assistance: human must take all
decisions and actions.

It is interesting to note that even with full automation (level 10) the need for
(human) maintenance and modification of the system is unlikely to disappear.
Indeed, as discussed by Shorrock and Scaife (2000), today’s modern Air
Traffic Control Centre (ATCC) has necessarily a complimentary control and
monitoring system to monitor its functioning. Engineers must continuously
operate this monitoring system, not unlike the control room of a nuclear power
station. Therefore, as discussed by Bainbridge (1982), one can draw the
paradoxical conclusion that an automated system is still a human-machine
system.
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2.3 Human Factors Research

The subject of automation has attracted, justifiably, much research over the
past two decades. Much of this research has been devoted to aviation issues
and particularly automation of aircraft cockpits and the flight decks of
commercial airlines (Wiener & Curry, 1980; Wiener, 1985; Billings, 1991;
ICAO, 1994; Funk et al., 1996). However, as indicated by two recent reviews
of current research (Mouloua & Koonce, 1997; Scerbo & Mouloua, 1999), it is
very evident that automation now permeates all human-machine systems from
driving a motor car, to anaesthesiology. Automation raises a host of human
factors issues, not only trust (the subject of this guideline document), but also
error, situation awareness, vigilance, stress and workload. A theoretical
analysis of the human use of automation, in particular its misuse, disuse and
abuse, has been put forward by Parasuraman and Riley (op. cit.). They argue
that system design can be improved by a proper understanding of the human
factors associated with each of these aspects.

The automation of ATM systems, and particularly ATC systems, has also
received significant attention over several decades (e.g. Hopkin, 1975;
Erzberger, 1989; Wise et al., 1991; Hollnagel et al., 1994), though perhaps
less than for other domains. This is not so surprising when one considers that
despite undergoing many developments over past decades, ATM systems
remain remarkably unchanged. That is, the controller’s basic ‘tools’ of radar,
flight progress strips and Radiotelephony (R/T) remain the cornerstones of
ATCCs throughout the world.

For the FAA, Cardosi and Murphy (1995) conducted a major review of
automation issues in ATC, discussing both its benefits and disadvantages and
including a checklist of design recommendations. The US National Research
Council, Committee on Human Factors (see also 2.1 above) carried out a
wide-ranging study of the human factors issues of ATC systems and
technology, focusing particularly on automation (Wickens et al., 1997).
The impetus for the study was the concern that

efforts to modernize and further automate the air traffic control
system should not compromise safety by marginalizing the human
controller’s ability to effectively monitor the process, intervene as
spot failures in the software or environmental disturbances require,
or assume manual control if the automation becomes
untrustworthy. (p. ix)

The effects of automation on the future role of the controller is also a topic of
much research (e.g. Kelly & Goillau, 1996; Hopkin, 1998; Cox & Kirwan,
1999). It was a particular concern of the ‘Programme for Harmonised Air
Traffic Management Research in EUROCONTROL (PHARE)’
(EUROCONTROL, 1993) and of the European Commission’s ‘Role of the
Human in the Evolution of ATM Systems (RHEA)’ Project (Nijhuis, 1998). It is
beyond the scope of this document to discuss automation in greater detail, but
future controller roles and other issues of automation will be the focus of
SHAPE work on skill set requirements.
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Automation is a device or system that accomplishes
(partially or fully) a function that was previously carried
out (partially or fully) by a human operator.
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3. UNDERSTANDING TRUST

3.1 What is Trust?

Trust is a term that is familiar to all of us in everyday life. We talk of the trust
that we have other people (family, friends and colleagues), how much we
believe what we see or are told (e.g. in a newspaper), or how confident we are
that something works properly (e.g. a motor car). Clearly, trust has several
meanings, but it can be defined simply as the confidence placed in a person or
thing, or more precisely, the degree of belief in the strength, ability, truth or
reliability of a person or thing. In the context of complex, human-machine
systems, Madsen and Gregor (2000) have defined trust as follows:

Trust is the extent to which a user is confident in, and willing to
act on the basis of, the recommendations, actions, and
decisions of an artificially intelligent decision aid.

This is a useful definition for the purposes of SHAPE. However, the terms
‘artificially intelligent’ suggest too strongly that the focus is upon expert
systems and related computer systems. Therefore, a term such as computer-
based tool is preferred.

In psychological jargon trust is an intervening variable because it ‘intervenes’
between particular stimulus conditions and particular behaviours. That is, it is
an internal state that cannot be measured directly, but is inferred on the basis
of certain observations and measurements. In the context of SHAPE, the
degree of trust in automation could, theoretically at least, be inferred from
objective measures of controller performance (e.g. frequency, accuracy or
speed of interaction), if the relationship between these measures and the
automation could be unequivocally established.

An intervening variable such as trust can also be measured subjectively by
asking an operator or controller to say simply how they feel. Indeed, as
described below (see 5.2), the use of subjective rating scales is the most
common means of measuring trust. It is important to note that if the origin of
the subjective ratings can be modelled, one can convert intervening variables
to objective measures. The potential development of an objective measure of
trust is discussed later (see 5.3).

Trust is the extent to which a user is willing to act on the
basis of, the recommendations, actions, and decisions of
a computer-based ‘tool’ or decision aid.
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3.2 Dimensions of Trust

In order to provide guidance about how best to take account of trust in the
design of human-machine systems, it is essential to understand the nature of
trust. From a psychological perspective, trust is a construct that is composed
of several different elements or dimensions; these dimensions need to be
examined. It is also important to understand the relationship of trust to the two
other measures proposed for SHAPE, i.e. situation awareness and
teamworking. Clearly, these three measures are not independent of each
other.

As indicated above, trust is a subject that pervades many aspects of daily life,
particularly inter-personal relationships. Three broad areas of research that
have explored the dimensions of trust can usefully be distinguished. These
are:

1. Social psychology (i.e. human-to-human interaction).
2. Systems engineering (i.e. human-machine interaction).
3. Information technology (i.e. machine-mediated, human-human interaction).

Social psychology

A model of trust in close relationships was developed by Rempel, Holmes and
Zanna (1985) consisting of three components: predictability, dependability
and faith. There are two interesting aspects to this model. First, whereas
predictability and dependability are related to past experience and reliability of
previous evidence, the third component of faith is concerned with generalising
to future situations (i.e. going beyond the available evidence). Second, the
model is hierarchical. The first stage of trust (predictability) focuses upon
concrete, specific behaviours; the second stage (dependability) is concerned
with the qualities and characteristics attributed to the other person; and lastly,
in stage three (faith), the focus is not upon specific behaviours but beliefs and
convictions about future events.

Trust in organisations has also been extensively studied (e.g. Kramer, 1999).

Systems engineering

By systems engineering is meant human-machine systems in the broadest
sense of that term, i.e. supervisory and process control systems, command
and control systems, air traffic control systems, and so on.

Sheridan (1988) proposed seven attributes or causes of trust that, he claimed,
should enable trust to be defined operationally, measured, and modelled.
As shown in discussion of measures of trust (see Section 5), this claim has
largely been borne out. The seven attributes are: reliability, robustness,
familiarity, understandability, explication of intention, usefulness and
dependence.
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The experimental investigations by Muir (1994) and Muir and Moray (1996)
showed that the Rempel et al. Model of trust between humans could usefully
be applied to the development of trust between humans and machines. In
addition, Muir found evidence that the expectation of machine competence
(i.e. the extent to which it does its job properly), best captured what operators
meant by saying that they trusted a machine.

Lee and Moray (1992, 1994) developed Muir’s studies further. In particular the
authors showed that operators’ reliance on automation depends not only on
trust in the automation, but also on the operators’ self-confidence in their own
abilities.

Information technology

In contrast to the research on trust within the context of complex, safety-
critical, semi-automated systems, another research area has looked at human
trust of computer systems within the context of the information technological
society. For example, Hall (1996) discusses the notion of an ‘assistant-like
interface’ for computers which users can trust to behave in accordance with
their goals and priorities. Abdul-Rahman and Hailes (1999, 2000) have
proposed a sociologically based model of trust for the problem of reliable
information retrieval. Their model incorporates the notion of reputation that is
then generalised so that reputational information can come from either an
external source, or from the truster himself through experiences with other
‘agents’.

Information technology offers the potential of giving people the opportunities to
communicate in a multitude of different ways in different social and business
networks. However, fulfilling this promise relies on the use of computers, and
most critically it depends on the design of, what has been called in a recent
National Research Council study (NRC, 1997), ‘Every-Citizen Interfaces’
(ECIs). According to the latter, at least four different facets of trust arise when
considering collaboration and communications in ECIs:

1. Privacy - trusting the system with information. This concerns not only
privacy for the individuals using systems, but also for developers.

2. Authentication - trusting what the system reports about users.

3. Credibility - trusting the content of the system.

4. Reliability - trusting the system to function.

The trustworthiness of networked information systems is a huge and growing
topic of research. Although much of this research is focused upon software
reliability, availability, privacy and security, it does touch upon some relevant
human factors issues. In addition, the intriguing idea of building ‘trustworthy
systems from untrustworthy components’ (Schneider, 1999) is a research
topic worth of further study.
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Trust is a construct composed of several elements or
dimensions. The main dimensions identified in the
research literature are:

•  Predictability
•  Dependability
•  Faith
•  Reliability
•  Robustness
•  Familiarity

•  Understandability
•  Explication of intention
•  Usefulness
•  Competence
•  Self-confidence
•  Reputation

3.3 Complacency

Mention will be made about the notion of complacency by which is meant that
operators of a highly reliable system, such as aircraft flight deck, will fail to
monitor it sufficiently so as to detect faults, and will become ‘complacent’.
The empirical work most often cited in respect of this, is that of Parasuraman
et al. (1993). More recently, Parasuraman and Riley (1997) have referred to
over-reliance on automation as an example of automation ‘misuse’.

Whilst it is true that both experiments and field studies show evidence of
operators missing signals, it is not clear that this evidence supports the notion
of complacency. Indeed, a re-analysis by Moray (1999) has shown that, on the
contrary, the operators used by Parasuraman et al. (op. cit.) were most
probably behaving in an optimal manner and therefore did not detect some of
the faults. Because the research focused on the detection of signals, not on
sampling, it only appears that the behaviour was complacent. However, one
cannot measure complacency by detection. Moreover, it can be shown that
even optimal sampling cannot ensure the detection of all faults or other
important signals. It is not complacent, but rational to reduce the frequency of
monitoring when observing a highly reliable automated system.

The implications of this analysis for system design are important. According to
Moray (op. cit.) they imply that in the design of an advanced, highly complex
system such as automated ATC, appropriate attention must be given to
alarms, warnings, and display alerts. Of course, such alarms must be more
reliable than the system whose failures they signal, and at the same time they
must not produce many false alarms or they will not be trusted. In addition,
attention must be given to training, but training can only guarantee optimal
monitoring, not safety.

Three kinds of monitoring behaviour can usefully be distinguished (Moray,
Inagaki & Parasuraman, 2001). If operators sample a variable less often than
is demanded by an optimal attention strategy it can be called ‘complacent’; if
operators sample more often than is demanded it may be called ‘sceptical’.
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What is needed is a balance between complacency and scepticism, that is,
between under-sampling and over-sampling. An accurately trained operator
who is trained to have exactly the correct sampling behaviour may be called
‘eutactic’.

However, as noted by Moray, Inagaki and Parasuraman (op. cit.), when
dealing with real systems such as air traffic control, power stations, aircraft,
motor cars, etc., we are not content with eutactic behaviour, let alone
complacent behaviour.  What we intuitively require is rational sceptical
behaviour – but at what frequency?

‘Complacency’ is a term used to describe an operator’s
over-reliance on automation resulting in the failure to
detect system faults or errors. Complacency is also
referred to as one kind of automation ‘mis-use’.

3.4 Trust and ATC

A fundamental premise of the SHAPE Project is that the concept of trust and
the dimensions of trust (as described above) are equally applicable to the
domain of ATC as they are for other domains such as industrial process
control. Is this assumption really valid? At first sight it seems intuitively obvious
that, given the safety-critical nature of ATC, trust is an intrinsic part of the
controller’s job. As Hopkin (1995) put it succinctly, air traffic control depends
on trust … Pilots have to trust controllers to issue instructions that are safe
and efficient. Controllers have to trust pilots to implement those instructions
correctly. Both have to trust their equipment, their information sources and
displays, their communications, and the safety of their procedures and
instructions (p. 346).

On the other hand this view of trust and ATC does not entirely accord with the
controllers’ perception of the subject. As discussed later (see 4.2), there is
some evidence that controllers do not think in terms of ‘trusting’ the system
that they work with. Instead, their concern is more with the operational
reliability of the system (and its tools) which either works or does not. If it fails
in a critical manner, it will not be used (trusted) again.

A perfect example of this operational viewpoint is provided in connection with
the Short-term Conflict Alert (STCA) that has been operational in several
ATCCs throughout Europe since the mid-nineties. In the UK extensive trials
and tests of the STCA were carried out before it went into operational service
(in March 1996). Since then, the performance of the STCA is regularly
evaluated, including detailed questionnaire surveys of controllers’ opinions. In
none of the reports about STCA (e.g. Hale & Baker, 1990; Du Boulay et al.,
1994) does the word ‘trust’ appear! Instead, the focus is upon the operational
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acceptability of STCA (particularly minimising ‘nuisance’ alerts2), its
effectiveness (as a safety net), the training implications, and possible display
enhancements.

The attitudes of controllers to trust, and particularly their trust of automation,
has been the subject of a recent survey conducted by the National Aerospace
Laboratory (NLR) of The Netherlands. The results of the survey
(EUROCONTROL, 2000a, 2000b) showed controllers were in general positive
about automation. For example, over 60% of controllers reported not being
mistrusting of technology (i.e. over 60% disagreed with the statement that “I
do not trust new ATC technology, even though it is designed to make my job
easier”). Interestingly, some marked differences were found in the attitudes of
management staff compared to the controllers. Management tended to feel
that controllers would be distrusting of new technology, such as computerised
decision aiding systems, would be confused by extraneous system features,
and unable to learn new technology. However, these views simply do not fit
with controllers’ own self-reports.

The survey confirmed that reliability was highly valued in new systems as a
key determinant of controller trust. However, it was noted that ‘lower’ forms of
ATC automation like STCA, despite having known reliability problems had
come to be accepted and relied upon. This apparent contradiction provides an
important lesson about trust in automation. So long as controllers
understand the limitations of the automation, and can clearly see the
benefits of using it, they will trust it.

Trust is an intrinsic part of air traffic control. Controllers
must trust their equipment and trust pilots to implement
the instructions they are given. The reliability of new
systems is a key determinant of controller trust.

                                               
2 A nuisance alert is one which, although technically correct, is of no practical use and a potential
distraction to the controller, because appropriate action has already taken place or the situation is
otherwise under control. A nuisance alert is not the same as a 'false alarm' that refers to an alert for no
apparent reason, or a 'miss' that refers to the absence of an alert when one should have been
triggered.
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4. TRUST AND HUMAN-MACHINE SYSTEMS

4.1 General Research

From a review of the literature on human trust in automation two general
observations can be made. First, most of the research has been to do with the
supervisory control of simulated industrial process systems. This also includes
some medical procedures such as anaesthesiology that can reasonably be
described as a form of continuous process control (Weinger, 1997). Little of
the research has specifically focused upon ATM systems, although a few
studies have been found (which are discussed in 4.2). Second, most of the
research has investigated trust in the context of how it is affected by faults in
the automation.

Empirical research on the subject of trust and human-machine systems can be
fairly said to have started with research by Moray’s group at Toronto, more
particularly with the doctoral studies of Muir (1987, 1994) who investigated
trust in the operation of supervisory control systems. Lee and Moray (1992,
1994), Muir and Moray (1996) and, more recently, Moray, Inagaki and Itoh
(2000) have extended Muir’s pioneering work over the last decade. Amongst
the many findings of this extensive work it has been found that trust is strongly
affected by system reliability, but self-confidence may or may not be so
affected depending on how easily the operators can distinguish their effect on
system performance from that of automation.

It has also been shown that it is possible to develop an empirical model of
trust based on time series modelling which, as a result, can predict in real
time. For example, Lee and Moray (op. cit.) were able to predict the probability
that (supervisory control) operators would intervene and take over manual
control from the automation. Their equation was highly predictive, accounting
for over 80% of the variance in some cases. Lee’s model also shows that only
the recent past affects the level of trust. Effectively, the model says that the
operators bring a certain level of trust to the task each time they commence,
and then, during work, only the one or two most recent experiences have any
effect on the level of trust and self-confidence. These predictive engineering
models show that the causal factors driving the dynamics of trust are different
from those driving self-confidence. Trust seems to be reduced by properties of
the system (real or apparent false diagnoses), whereas self-confidence is
reduced by experiences of the operator (experiences of accidents).

In an extension of Lee and Moray’s study Lewandowsky and colleagues (Tan
& Lewandowsky, 1996; Lewandowsky, Mundy & Tan, 2000) compared trust in
automation with trust in human partners in equivalent situations. Specifically,
participants were required to operate a process control simulation in which
some subsystems could be delegated to ‘auxiliary’ control (either automation
or other operators). The key findings were that faults in the automation
condition strongly affected trust and self-confidence. Faults reduced trust and
subsequent fault-free performance restored it; a similar result was observed
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for self-confidence. It was argued that the apparent abruptness, with which
trust declined when faults occurred, was intuitively logical in the context of
industrial plant operations. Moreover, such a decline in trust could be essential
under certain safety-critical situations (e.g. flight deck automation fault), when
instantaneous remedial action might be required. The authors concluded the
observed abruptness of trust decline must be borne in mind during the design
of automated systems (Lewandowsky et al., 2000, p.122).

The latter conclusion about the abrupt decline of trust raises an important
issue. In certain safety-critical situations, when the system response time or
the event time scale is very fast, there may be no time for the operator to
respond by re-setting his trust or making decisions. As discussed extensively
by Inagaki (e.g. 1999), the implication of this is that in such circumstances the
automation must have the over-riding authority to make a decision or act.

As part of Muir and Moray’s (1996) study the question of the spread of
distrust within a system was considered due to its considerable practical
importance in the design of automated systems. Muir and Moray wanted to
find out whether distrust could spread between components of a system, if so,
to which ones, structurally, functionally or causally related, or spread
indiscriminately through the entire system. The results of the study showed
that distrust could spread between two separate functions of a common
physical component. In the study conducted, distrust in a poorly performing
pump display affected the levels of trust in the same pump’s competent control
system. It was also found that distrust in a particular function might spread to
other functions performed by the same subsystem. This may lead to
unwarranted distrust, unnecessary monitoring and overriding of good
decisions. However, distrust did not spread across independent but similar
systems, i.e. participants could discriminate between systems, conditioning
trust on the particular properties of individual systems.

In a series of experimental studies concerned with combat identification
systems, Dzindolet and colleagues (Dzindolet et al., 1999, 2000a) found that
providing operators (university students) with information about the conditions
in which an automated aid is likely to make errors leads to improved task
performance. In addition, depending on the precise experimental condition
biases toward (misuse) and against (disuse) automation were observed. The
conclusion was drawn that if designers want to encourage human operators to
rely on automated systems, they should ensure that operators understand
when the aids are likely to make an error. The better this is understood, the
more likely that the operator will trust the automation appropriately. The results
have been interpreted within a theoretical ‘Framework of Automation Use’
(Dzindolet et al., 2000b). According to this framework, relative trust (and
automation use) is determined from the outcome of a comparison process
between the perceived reliability of the automated aid (trust in aid) and the
perceived reliability of manual control (trust in self). The outcome of the
decision process, termed the perceived utility of the automated aid, will be
most accurate when the actual abilities are compared. In practice, because
the real abilities are not accurately known, errors and biases are likely to occur
resulting in the inappropriate (disuse and misuse) of automation. Additional
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evidence of the importance of the perceived reliability of automation has been
provided by Lui and Hwang (2000).

The importance of feedback to an operator about automation errors was also
shown to be the case in a study conducted by Simpson (1992, 1995) in the
domain of naval command and control systems. It was found that trust and
acceptance was influenced by the provision of explanatory features detailing
the underlying decision-model employed by the system and the manner in
which it dealt with uncertainty. The operators had neither blind trust nor
questioned every decision that the system made, reinforcing Muir and Moray’s
(1996) conclusions that trust is not a discrete variable but that variable levels
of trust can exist between none and total. The explanation facilities assisted
the operators in predicting when the system would and would not be correct,
thus allowing them to calibrate their trust to specific situations.

The results showed that accuracy and predictability were the most important
factors influencing trust in the system. Predictability is influenced by the user’s
comprehension of the system, which in turn is affected by the decision-making
strategies used by the system and the operator. In order for the system to be
trusted it must demonstrate technically competent role performance and
provide operators with the facilities to enable them to predict the pattern of its
accuracy.

Moffa and Stokes (1997), who were investigating operator trust in a medical
decision support system, have reported some interesting observations about
the effects of the size of errors. Whereas Muir (op. cit.) had found that trust
decreased as the magnitude of the faults grew (along what looks like an
exponential curve), Moffa and Stokes found that only large discrepancies
caused medical staff to doubt the system; small discrepancies did not. It was
speculated that this was due to high levels of trust and deference to the
‘expert’ system. Thus, according to Moffa and Stokes (op. cit.), relatively minor
system errors could, if not corrected or compensated for, lead to a subtle and
progressive deterioration in the quality of diagnostic support and guidance.
Moffa and Stokes also found evidence to support the hypothesis that the
uniqueness of medical diagnoses hinders the development of compensatory
strategies when diagnostic error occurs frequently in an expert system (in
contrast to an industrial process control context where consistent error may
permit such compensating judgements).

Jian et al. (1998, 2000) have carried out a series of experimental studies to
test the assumption that trust between humans (e.g. Rempel et al., 1985)
could be applied to trust between humans and automated systems. (The work
of Muir and others mentioned above made this assumption, but it had not
been tested empirically.) The results of an extensive questionnaire study and
cluster analysis showed that the patterns of ratings were similar across three
types of trust: general trust, human-human trust and human-machine trust;
that is, for each of the three types of trust, the sets of words related to trust
were very similar (see Table 2).
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Table 2: Words most related to trust across three trust situations (from Jian
et al., 1998)

Conditions General trust Trust between
people

Trust between human
and automated systems

1. Trustworthy Trustworthy Trustworthy

2. Honesty Honesty

3. Loyalty Loyalty Loyalty

4. Reliability Reliability Reliability

5. Honour Honour

6. Integrity

W
or

ds

7. Familiarity

The results of Jian et al. (op. cit.) also provided the first empirical evidence
that the concepts of trust and distrust could be treated as opposite ends of a
trust continuum. In practical terms this implies that trust and distrust can be
measured using the same rating scale. In fact, as a result of these
experimental studies a multi-dimensional trust scale was developed (see 5.2).

4.2 Trust and ATM Systems

Research on trust in ATM systems is surprisingly limited given its undoubted
importance. On the other hand it is evident that the main research focus has
been on controller workload and ways to increase traffic capacity without
adversely affecting workload. The rationale underlying much recent research
has been that the use of computer assistance tools (automation) should
enable controller’s workload per aircraft to be reduced, thereby releasing
‘spare capacity’ to increase traffic capacity per controller (Stoner, 1995).

A review of several simulation trials, ‘Computer Assistance for En-Route ATC
(CAER)’, ‘Operational Display and Input Development (ODID)’ and the
PHARE Demonstrations (Kelly et al., 1995; Graham et al., 1994; Whitaker &
Marsh, 1997; Reichmuth et al., 1998; Chabrol et al., 1999), shows that the
main subjective performance measurements taken were invariably of
controller workload, e.g. the NASA Task Load Index (TLX) and Instantaneous
Self-Assessment (ISA). No measures of trust were made. However, during the
course of these simulation trials controllers’ comments on the reliability of
various computer assistance tools were noted. These comments provide
interesting insights into the problems of trust and automation.

In the PHARE Demonstration 1 (PD/1) trial (Whitaker & Marsh, op. cit.) it was
noted that controllers, whilst expressing their general approval of the PD/1
operational concept (i.e. of advanced planning), had reservations about the
tools. For example, tactical controllers would not always trust the plan for an
aircraft trajectory even when generated by their team colleague! The ‘Highly
Interactive Problem Solver (HIPS)’ planning tool could sometimes lead the
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planning controllers to plan an aircraft to climb safely in front of another. The
tactical controllers would not trust such a plan and monitored these cases
closely, expecting loss of separation and thereby possibly increasing their
cognitive workload. Mistrust by the controllers of the reliability and accuracy of
the tools, was cited as one of the reasons why the expected capacity gains
were not demonstrated. It was recommended that this problem (of mistrust)
would need to be addressed so as to enable the further development of the
PHARE concept and systems.

Similar observations concerning trust were made in the PHARE PD/3 trial
(Chabrol et al., op. cit.). Although in an automated system such as PD/3 the
TC does not need (theoretically at least) to maintain the same mental picture,
the importance of the system providing the controller with "trusted and
complete trajectory information" on all aircraft trajectories in the sector was
highlighted. The information is a fundamental part of cooperation (and
coordination) between the controllers. The results from the PD/3 simulation
showed that where this information is reduced or breaks down, the automation
becomes a hindrance. Furthermore, the fact that the system did not always
give conflict information to the controllers or provided sometimes ambiguous
and contradictory conflict information induced what was termed ‘parasite’
behaviour. It reduced controllers’ trust in the system and they tended to revert
to behaviour they would use without the automation support (behaviour that
now became a hindrance). This demonstrates that automated systems can
only work if they achieve controllers’ trust and anything that detracts from that
trust can and will increase workload and decrease safety. It was
recommended that for future ATM projects utilising (part of) the PHARE
concepts automation should be limited to what can be without any doubt
trusted by controller and provide cooperative system functions allowing the
controller to remain the master of the system (p. 6).

In a small-scale ATC simulation study, Masalonis et al. (1998) showed that the
consequences of an error might be as important as its size in effecting user
trust. The study showed that when an automated aid failed to alert controllers
of an impending conflict, the subjective measure of trust was lower than when
the aid gave a false alarm. It was concluded that this effect was due to the
higher consequence of a miss. This is backed up by earlier research reported
by Taylor (1988) considering technical decision-making in fighter aircraft (the
‘human-electronic crew’). Subjective ratings showed that the demand for trust
was associated with the perceived risk and the probability of negative
consequences. Thus relying on another person or system to make risky
decisions calls for a large amount of trust. In another study Riley (1994) found
that subjects took longer to re-engage automation in high-risk situations than
in low-risk situations after a failure of the automated system.

In contrast to the above real-time ATC simulations that have addressed the
subject of trust, a different approach was used in a recent European
Commission project called ‘Role of the Human in the Evolution of ATM
Systems (RHEA)’3. The general aim of RHEA was to analyse and evaluate a
range of ‘automation concepts’ for guiding the introduction of automation in

                                               
3 See the European Commission web site http://www.cordis.lu/transport/src/rhea.htm.
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future ATM systems. Excluding ‘full automation’ and ‘HMI enhancement’,
seven concepts were distinguished as shown in Table 3.

Table 3: Automation concepts in RHEA Project

Automation concept
(from RHEA Project)

Description of automation
concept

Equivalent
automation

level
(Table 1)

Automation
project

Machine Proposal
(MP)

The system proposes options so as
to meet high-level system goals (i.e.
solutions), which the controller can
accept or reject.

2 CORA1
MTCD

Machine-aided
Evaluation
(ME)

The controller proposes solutions
and evaluates them with help of
system (e.g. using a ‘what-if’ tool).

3

Cognitive Tools
(CT)

The controller carries out tasks, but
is helped by the system’s
sophisticated, problem-solving
(‘cognitive’) tools

3-4 CORA2

Dynamic allocation
with Human
delegation
(DH)

Tasks may be done, at different
times, either by the controller or
system. The controller decides
when, and what task one or the
other will do.

4-5

Dynamic Aircraft
delegation
(DA)

Some tasks, e.g. tactical conflict
resolution, are delegated from the
ground side (controller) to the
airborne side (pilot)

4-5 FREER

Dynamic allocation
with Machine
delegation
(DM)

Tasks may be done, at different
times, either by the controller or by
system. The system decides when,
and what task one or the other will
do.

5-6

Controller as
supervisor

The system performs all tasks. The
controller monitors system operation
and intervenes in emergencies only.

7-9 CORA3 ?

Each of the automation concepts was evaluated using several different
techniques, such as fast-time simulation, human reliability analysis and a
modified cognitive walkthrough (Goillau et al., 1998). The latter evaluation,
which involved in-depth interviews with four controllers, provided interesting
data about the automation concepts, and particularly about trust.
The controllers’ were very concerned about the trustworthiness of the tools
(implicit in the automation concept). Typical of the controllers’ comments was
this statement: If the system fails manual reversion is required which could
increase stress levels partly due to having to step in and also wondering why
the tool has failed. The tool would never be trustworthy again if it failed.
(DERA, 1997, p. 36). The final RHEA report (Nijhuis et al., 1999) included
several recommendations that trust in automation tools must be addressed
during their design and development.
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Lastly, a socio-technical study of trust in ATM systems is currently being
conducted at the Applied Psychology Research Group4 (Trinity College,
Dublin) with support from EUROCONTROL. Initial results from a questionnaire
and interview survey indicate that controllers view trust in terms of a belief.
Moreover, this belief appears to be calibrated quite differently to various
system ‘referents’: self, other people (e.g. controllers, pilots) and technology
(Bonini, Jackson & McDonald, 2001).

4.3 A Simple Model of Trust

In the preceding sections of the document various dimensions of trust, and
factors influencing trust, have been described. It is useful, particularly when
considering how to measure trust (see Section 5), to understand how these
various factors are related to each other. A model, or influence diagram, of
trust factors is shown in Figure 3.

The model is simple, but allows trade-offs to be made between the different
factors (as seems to apply to trust). As well as illustrating the relationship
between the trust factors, the model could provide a framework for the
resultant design principles and guidelines.

Figure 3: Simple model of trust and the relationship between factors

                                               
4 See Web site http://www.tcd.ie/Psychology/aprg/proj.html
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5. MEASURING TRUST

5.1 General

Given the requirement that the measure of trust must be usable in the context
of real-time simulations, and hence be relatively easy to apply without being
intrusive, the most appropriate measure could be a simple rating scale.
A number of such scales are described in 5.2.

A more sophisticated measure of trust to be applied after, rather than during, a
simulation run could be based on the well-known NASA-TLX workload
measure. For example, ATCOs would rate their degree of trust on a number of
dimensions (which would need to be determined) which are then summed to
provide an overall score. Trust is not, of course, independent of the other
proposed measures. That is, if a controller has good SA, if he/she is working
well within the team, it is logical to assume that the controller has a high level
of trust in the system being operated. Therefore, one could envisage that it is
possible to combine, or embed, the measure of trust within another measure.

5.2 Subjective Measures

As stated earlier (see 3.1), the use of subjective rating scales is the most
common means of measuring trust and four rating scales are described
below5.

1. Lee and Moray scale

Lee and Moray (1992, 1994) employed a simple ten-point scale to
evaluate operators’ trust. The scale was administered after the end of each
trial. In response to questions such as “Overall, how much do you trust the
system?” the operators gave a score varying from 1 (‘not at all’) to 10
(‘completely’). There are clear analogies to the use of ISA and the NASA
TLX workload measures for ATC.

2. Muir scales

Muir (1994), and Muir and Moray (1996) used a set of rating scales with
the poles labelled ‘none at all’ or ‘not at all’ on the left, and ‘extremely high’
on the right. The operators were asked to rate their degree of trust in three
aspects of a process control pump:

                                               
5 It should be noted that subjective opinions do not always correspond to other measures that are
simultaneously taken (e.g. Yeh & Wickens, 1984). If an operator says that he or she does or does not
trust the system (or in the case of workload, feels overloaded by it), then other objective or
physiological measures, whatever they imply, are difficult to interpret.
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− your degree of trust in the pump to respond accurately,
− your degree of trust in the pump’s display,
− your overall degree of trust in the pump.

In addition, the operators in this experiment also rated the pump’s
performance according to six other dimensions: competence, predictability,
dependability, responsibility, reliability over time, and faith in future ability.

3. Madsen and Gregor

Drawing on the earlier work of Rempel et al. (1985), Sheridan (1988), Muir
and Moray (1996), and others, Madsen and Gregor (2000) have developed
a subjective measure for measuring trust of computers. The measure,
called the Human-Computer Trust (HCT) scale, consists of five main
constructs each with five sub-items as shown in Table 4. These five items
are drawn from an original list of ten trust constructs as having the most
predictive validity. Madsen and Gregor claim that the HCT has been
empirically shown to be valid and reliable. The relationship between the
five constructs is also shown in Figure 4.

Figure 4: Model of Human-Computer Trust (HCT) components (from
Madsen & Gregor, 2000)
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Table 4: Human-Computer Trust (HCT) rating scale (Madsen & Gregor, 2000)

1. Perceived reliability
R1. The system always provides the advice I require to make my decision.
R2. The system performs reliably.
R3. The system responds the same way under the same conditions at different times.
R4.  can rely on the system to function properly.
R5. The system analyzes problems consistently.

2. Perceived technical competence
T1. The system uses appropriate methods to reach decisions.
T2. The system has sound knowledge about this type of problem built into it.
T3. The advice the system produces is as good as that which a highly competent

person could produce.
T4. The system correctly uses the information I enter.
T5. The system makes use of all the knowledge and information available to it to

produce its solution to the problem.

3. Perceived understandability
U1. I know what will happen the next time I use the system because I understand

how it behaves.
U2. I understand how the system will assist me with decisions I have to make.
U3. Although I may not know exactly how the system works, I know how to use it to

make decisions about the problem.
U4. It is easy to follow what the system does.
U5. I recognize what I should do to get the advice I need from the system the next

time I use it.

4. Faith
F1. I believe advice from the system even when I don’t know for certain that it is

correct.
F2. When I am uncertain about a decision I believe the system rather than myself.
F3. If I am not sure about a decision, I have faith that the system will provide the best

solution.
F4. When the system gives unusual advice I am confident that the advice is correct.
F5. Even if I have no reason to expect the system will be able to solve a difficult

problem, I still feel certain that it will.

5. Personal attachment
P1. I would feel a sense of loss if the system was unavailable and I could no longer

use it.
P2. I feel a sense of attachment to using the system.
P3. I find the system suitable to my style of decision-making.
P4. I like using the system for decision-making.
P5. I have a personal preference for making decisions with the system.
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4. Jian et al.

Jian, Bizantz and Drury (2000) have developed a twelve-item trust
‘questionnaire’ incorporating a seven-point rating scale, where 1 on the
scale equals ‘not at all’ and 7 equals ‘extremely’. The trust questionnaire
was developed as part of a three-phased experimental study. In the first
phase, a word elicitation study, various words related to concepts of trust
and distrust were collected (see Table 2). The second phase, a
questionnaire study, investigated how closely each of these words was
related to trust or distrust. The third phase was a paired comparison study,
in which participants rated the similarity of pairs of words. Data from both
the questionnaire study and the paired comparison study were then used to
construct a multi-dimensional measurement scale for trust. The resultant
scale is shown in Figure 5.

Interestingly, in recent experimental studies conducted in the context of
military command and control decision-making (Bisantz et al., 2000), a
computerised version of the trust questionnaire was employed.

5. Taylor et al.

As part of extensive studies on the ‘human-electronic crew’ in the military
domain, Taylor, Shadrake and Haugh (1995) a seventeen-item, seven-point
rating scale questionnaire to determine operators views on the timeliness
and appropriateness of adaptive computer aiding. The task environment
consisted of three tasks, namely tracking, monitoring and resource
management, which were carried out in various automation scenarios
(‘cooperative’ and ‘uncooperative’). The questionnaire is shown in Table 5.

6. Controller Acceptance Rating Scale (CARS)

Another example is the Controller Acceptance Rating Scale (CARS)
developed by researchers at the FAA (Lee & Davis, 1995). The scale was
developed from the earlier Cooper-Harper scale (Cooper & Harper, 1969),
but could from the basis of a measure of trust.
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Below is a list of statement for evaluating trust between people and automation. There are several
scales for you to rate intensity of your feeling of trust, or your impression of the system while
operating a machine.
Please mark an ‘x’ on each line at the point which best describes your feeling or your impression.

(Note: ‘not at all’ = 1; ‘extremely’ = 7)

1. The system is deceptive

2. The system behaves in an underhanded manner

3. I am suspicious of the system’s intent, action, or outputs

4. I am wary of the system

5. The system’s actions will have a harmful or injurious outcome

6. I am confident in the system

7. The system provides security

8. The system has integrity

9. The system is dependable

10. The system is reliable

11. I can trust the system

12. I am familiar with the system

Figure 5: Checklist for trust between people and automation (Jian et al., 2000)

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7
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Table 5: Trust and awareness scale (from Taylor et al., 1995)

Construct Description

1. Confidence Confidence in own ability to successfully complete the
tasks with the aid of the adaptive automation

2. Self-confidence Confidence in own ability to successfully complete the
tasks

3. Accuracy Accuracy of own performance on the tasks with the aid
of the adaptive automation

4. Self-accuracy Accuracy of own performance on tasks

5. Automation confidence Confidence in ability of the machine to support
successful completion of the tasks

6. Automation accuracy Accuracy of machine in supporting successful
completion of tasks

7. Automation dependability The extent to which you can count on the machine to
provide the appropriate support to the tasks

8. Automation reliability The extent to which you can rely on the machine to
consistently support the tasks

9. Predictability The extent to which you can anticipate and expect the
machine to support the tasks

10. Risk The probability of negative consequences of relying on
the machine to support successful completion of the
tasks

11. Impact / Survivability The severity and criticality of adverse or negative
consequences of relying on the machine to support
successful completion of the tasks

12. Decision complexity The extent to which the machines’  decision on when
and how to intervene and support the task can be
regarded as a simple and obvious choice

13. Uncertainty / doubt The extent to which you have confidence in the
machines’ decision on when and how to intervene and
support the task

14. Judgement / awareness The extent to which the machines’ decision on when
and how to intervene and support the task requires
assessment, knowledge, and understanding of the
task

15. Faith The extent to which you believe that the machine will
be able to intervene and support the tasks in other
system states in the future

16. Demand for trust Level of trust required from you when the machine
intervenes and supports the task

17. Supply of trust Level of trust actually provided by you when the
machine intervenes and supports task
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5.3 Objective Measures

The work of Moray and his colleagues (e.g. Moray, Inagaki & Itoh, 2000;
Moray, 1999; Muir & Moray, 1996; Moray, Lee & Muir, 1995; Lee & Moray,
1992, 1994) has shown that this is possible to develop an empirical model of
trust, and that the model equations are highly predictive. Studies such as
these, at least within the context of supervisory control processes, suggest
that trust in automation can:

a) be measured directly by asking the operators/controllers;

b) modelled on the basis of measurements of physical objective properties of
the system in real-time;

c) modelled dynamically to predict trust, self-confidence and the probability of
intervention by operators in automated systems.

Whether or not it is possible to apply such an approach to ATC has yet to be
shown, but theoretically is entirely feasible. The particular set of variables
relevant to ATC would have to be established empirically and subjected to
sensitivity analyses. If trust is predictable from observable system physical
properties (such as productivity output, selection of particular system
functions, frequency of manual intervention, etc.) then the intervening variable
(trust), even though not directly observable, becomes objectively measurable
(see also 3.1).

A very simple, but crude measure could be whether or not the controller has
activated a particular tool, the assumption being that if the tool has not been
activated then it is not trusted. However, this is not necessarily true because it
is possible that the system is trusted, but the controller thinks that he can do
better than the automation. According to Moray et al (2000), it is known that
there are cases where the human, or more often a combination of human and
automation, exceed the performance as specified by a mathematically optimal
automated system. In such circumstances manual control will be selected
even thought the value of trust may be high.

It might be assumed that because a tool is open or activated the controller
does indeed trust it. However, this is not necessarily true either, because the
controller might simply be ignoring the information that is displayed by the tool.
A more sophisticated measure is therefore needed. Consider the case of a
conflict advisory tool such as MTCD. If it is used as intended one might expect
that as soon as a conflict is displayed the controller issues instructions or
enters flight data that is relevant to the conflict that has been detected. Both
the type of data entered and the controller’s speed of response could be
measured and, theoretically at least, used to indicate the controller’s level of
trust.



Guidelines for Trust in Future ATM Systems: A Literature Review

Page 32 Released Issue Edition Number: 1.0

5.4 Developing a Trust Measure for ATM Systems

Trust can be thought of as an 'enabler' to the introduction of new systems. It is
useful therefore to measure controllers' trust during real time simulations.
The development of a trust measure for evaluating automation support in ATM
systems is properly the subject of a separate document (EATMP, 2003a).
However, based on the literature that has been reviewed here, it is possible to
provide some early recommendations.

The development of a subjective measure, using a rating scale, appears to be
a simple and straightforward approach that has been used successfully in
other domains. A rating scale to measure controllers’ overall level of trust
would seem to be an appropriate approach. Of the scales reviewed earlier
(see 5.2) the one developed by Madsen and Gregor (2000) looks most
promising particularly as the chosen constructs have shown to have a degree
of empirical validity. The scale developed by Jian, Bisantz and Drury (2000) on
the other hand would seem to be rather emotive. The use of terms like
‘deceptive’, ‘suspicious’ and ‘underhand manner’ (see Figure 5) runs the risk
of implanting ideas of untrustworthiness where none previously existed.

As mentioned earlier (see 3.4 and 4.2) there is some evidence that controllers
do not necessarily think in terms of degrees of ‘trust’ per se, but rather are
concerned with the operational reliability of the tools that they use. They either
both trust and use an ATM system, or they do not trust it all. Therefore, as an
alternative to a single rating scale to measure overall trust, a set of rating
scales to measure different dimensions of trust or confidence might prove
more beneficial. Of the dimensions identified (see 3.2) the most promising
(i.e. that are appropriate to ATM automation and minimise the possible
ambiguity of terms) are:

- reliability,
- accuracy,
- understanding,
- faith,
- liking,
- familiarity,
- robustness.

The question of whether or not trust is inherently all-or-none is an interesting
one. It may be that fuzzy set measures would be more appropriate, since the
fuzzy set operators often behave like a switch despite the underlying variables
being continuous. (For example, “Do you think the system is completely
reliable, quite reliable, not reliable …?”; “Do you trust the system completely,
quite a lot, not very much …?”)
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6. TRUST SUBJECTS

6.1 Introduction

It is evident from the literature reviewed that most of the research data on
human trust of automation has been gathered from simulations of process
control systems. Process control has some similarities with ATC in that they
are both safety critical systems. In particular, the research has focused upon
how trust is affected by the presence of system faults. Little research has been
conducted to address controllers’ trust of ATM systems, either in general or
specifically of new automation tools.

Research into ATM systems has tended to be focused upon measuring
controllers’ workload when using certain tools, and ascertaining controllers’
attitudes to those tools. The subject of trust has arisen indirectly as part of the
explanations as to why controllers did, or did not, use the tools as expected.

That being said, on the basis of the research reviewed and analysed in this
document a number of useful subjects to be considered for facilitating and
promoting trust in the design and development of ATC systems can be given.
These guidelines are presented below.

6.2 Subject - Terminology

1. Automation is a device or system that accomplishes (partially or fully) a
function that was previously carried out (partially or fully) by a human
operator.

2. Trust is the extent to which a user is confident in and willing to act on the
basis of, the recommendations, actions, and decisions of a computer-
based ‘tool’ or decision aid.

3. Trust is a construct composed of different elements or dimensions.
The main dimensions identified in the research literature are, for example:

- predictability,
- reliability,
- dependability,
- understandability,
- self-confidence.

4. Evidence from many empirical studies, in areas as diverse as inter-
personal psychology and supervisory process control, indicates that trust
is not a discrete, binary (yes/no) variable, but varies on a continuum from
no trust to complete trust.
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5. Contrary to the last point, anecdotal evidence from simulations and other
ATC environments suggests that although controllers have varying levels
of confidence in their equipment, they do in fact perceive trust as a
discrete variable. If they trust something, they will use it provided that their
level of confidence is above a certain criterion level (defined by
experience); if they do not trust something, they will not use it.
This observation needs to be borne in mind when discussing the issue of
trust with controllers.

6.3 Subject - Trust in Automation

6. It is NOT the case that the object of training and experience is to "make
the controllers trust the system". It is for them to develop trust at an
appropriate level, neither too much nor too little. There are cases where
training should make the controller not trust the system, i.e. when it is not
reliable. (This is similar to the notion that a system should "match the
mental model of the operator". Yes, but only if the mental model of the
operator is correct!)

7. To foster appropriate trust in automation tools it is essential that the
intended users (controllers) properly understand the purpose and
functionality of the tools they are to use.

8. In order to understand the automation tool(s), controllers must be
adequately trained. This might appear an obvious statement to make, but
anecdotal evidence from many ATM system simulations suggests that
controllers are not always taught the full functionality of the tools that they
are expected to use.

9. It should not be assumed that because controllers have completed a
preliminary few days of training that they understand how a particular tool
functions; this should be tested.

10. It is very important that controllers understand why, and under what
conditions, an automation tool might make errors. Leaving aside the
problems of testing a prototype tool in a simulation, even if the tool is
working as intended it is unrealistic to expect it to be perfect. Controllers
need to be aware of the problems. Trust will grow if operators find
compensating strategies for the consequences of an automation error.

STCA provides a good example of the likely problems to be encountered.
Even though STCA is now in operational service, it is known to have
imperfections - nuisance alerts and other spurious false alarms.
The development of an automation tool such as MTCD will inevitably
suffer the same problems. It is unrealistic to expect otherwise and
controllers should be briefed about the known limitations of the tool.
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11. As a corollary of the above, in order to promote the building of trust in a
system the opportunity for the system to ‘miss’ should be made as low as
possible. However it is often the case that by increasing the sensitivity of
a system to improve detection rates the number of false alarms are
increased. This may not appear to be a problem, however false alarms
give the impression of incompetence and are therefore likely to erode
trust in the system, demonstrated by operators ignoring or disabling these
systems. It is vital therefore that the constraints of the system are carefully
considered to instil maximum trust.

12. Trust is strongly affected by system reliability (as one would expect) but
self-confidence is not (at least in a system in which operators can
distinguish the tasks they perform manually from those performed by
automation and in which it is the latter that are mainly affected by
unreliability). It is important therefore that the system is reliable before
commencing any assessments of performance.

13. There is sometimes a tendency in those developing new automated (or
other) systems that are safety-critical or involve high hazard, to under-
estimate failure likelihood of those systems. Experience shows that all
systems can fail, and often failure rates are much higher during the initial
introductory periods with new systems, despite extensive pre-operational
testing. We KNOW that they can fail, so it is therefore essential to prepare
both the system (hardware and software) and the controller for the
eventuality of some form of system failure.

14. The causal factors driving the dynamics of trust are different from those
driving self-confidence. Trust seems to be reduced by properties of the
system (real or apparent false diagnoses), whereas self-confidence is
reduced by experiences of the operator (experiences of accidents).
High self-confidence often produces a bias in favour of manual control.

15. Experimental evidence indicates that distrust is more resistant to change
than trust. In practical terms this suggests that if controllers lose trust in
the automated tools that they are using, it is difficult to regain that trust.
This reinforces the message that simulations with new automated tools
should not be undertaken unless a reasonable degree of system reliability
can be guaranteed (and that the controllers have been briefed about
known limitations of the tools).

16. There is some empirical evidence to indicate that operators’ trust of
‘intelligent’ automation (i.e. knowledge-based systems, decision support
systems, expert systems, etc.) is not the same as their trust of simpler,
automated functions (e.g. conflict alerts). This has implications for the
development of ATM automation that is intended to advise the controller
on courses of action. That is, the need to ensure that controllers
understand the automation, that they are properly trained, and that the
system is reliable, will be even more important.
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6.4 Subject - Measuring Trust

17. Trust can be thought of as an 'enabler' to the introduction of new systems.
It is useful therefore to measure controllers' trust during real time
simulations. Evidence from many empirical studies indicates that a
subjective, questionnaire-based technique will be most appropriate.

18. Measuring controllers’ trust in the context of real time simulations (with all
of the inherent problems that simulations bring) requires a technique that
is simple and straightforward to apply. For the purposes of the SHAPE
project it is recommended that a set of rating scales be used that measure
both the controllers’ overall level of trust, and the constituent elements of
trust or confidence (e.g. reliability, predictability, understandability, etc.).
The latter type of measure is important because anecdotal evidence
suggests that controllers are not entirely ‘comfortable’ with the concept of
trust. That is, they tend to view the equipment and systems that they
operate in terms of its operational reliability.

19. When constructing the trust measure care needs to be taken about the
exact words that are employed in the questionnaire, rating scales or other
measure. As shown in several empirical studies and from anecdotal
evidence from discussions with controllers, words such as ‘reliability’,
‘accuracy’, and even ‘trust’, mean different things to different people.
This is especially important to consider when the intended recipients of
the trust measure are not native speakers of English (as is the case with
ATCOs).

20. Evidence from empirical studies indicates that the concepts of trust and
distrust can be treated as opposite ends of a trust continuum. In practical
terms this means that a single scale (e.g. from -5 to +5) could be used to
measure levels of trust.

21. The question of whether or not trust is inherently all-or-none is an
interesting one. It may be that fuzzy set measures would be more
appropriate, since the fuzzy set operators often behave like a switch
despite the underlying variables being continuous.

22. In order to collect a useful amount of data about trust, the measure will
need to be given to controllers on repeated occasions, probably after
each simulation run, or at least once every day.
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Controllers’ trust in automation is a key determinant in the
development and implementation of new ATM systems.
In order to develop that trust at an appropriate level, and avoid
inappropriate distrust, it is essential that:
•  controllers understand the functionality of the automation,

and its limitations;
•  controllers are given proper and sufficient training;
•  the simulation system in general and the automation in

particular are highly reliable.
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ABBREVIATIONS AND ACRONYMS

For the purposes of this document the following abbreviations and acronyms
shall apply:

ATC Air Traffic Control

ATCC Air Traffic Control Centre

ATCO Air Traffic Control Officer / Air Traffic Controller
(UK/US)

ATM Air Traffic Management

CAER Computer Assistance for En-Route ATC

CARS Controller Acceptance Rating Scale

CBT Computer-Based Training

CORA1/2/3 Conflict Resolution Assistant 1/2/3

DERA Defence Evaluation and Research Agency (UK; now
known as QinetiQ)

DIS Director(ate) Infrastructure, ATC Systems and
Support (EUROCONTROL Headquarters, SDE)

DIS/HUM See ‘HUM (Unit)’

EATCHIP European Air Traffic Control Harmonisation and
Integration Programme (now EATMP)

EATMP European Air Traffic Management Programme
(formerly EATCHIP)

EEC EUROCONTROL Experimental Centre (Brétigny,
France)

ECI Every-Citizen-Interface

FAA Federal Aviation Administration (US)

FRAP Free Route Airspace Project

FREER Freer Flight

GUI Guidelines (EATCHIP/EATMP)

HCT Human-Computer Trust
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HFSG Human Factors Sub-Group (EATCHIP/EATMP,
HUM, HRT)

HIPS Highly Interactive Problem Solver

HRS Human Resources Programme (EATMP, HUM)

HRT Human Resources Team (EATCHIP/EATMP, HUM)

HSP Human Factors Sub-Programme (EATMP, HUM,
HRS)

HUM Human Resources (Domain) (EATCHIP/EATMP)

HUM (Unit) Human Factors and Manpower Unit
(EUROCONTROL Headquarters, SDE, DIS; also
known as ‘DIS/HUM’; formerly stood for the ‘ATM
Human Resources Unit’)

IANS Institute of Air Navigation Services
(EUROCONTROL, Luxembourg)

ISA Instantaneous Self-Assessment

MTCD Medium-Term Conflict Detection

NASA National Aeronautics and Space Administration
(US)

NERC New En-Route Centre

NLR Nationaal Lucht- en Ruimtevaartlaboratorium
(National Aerospace Laboratory, NL)

NRC National Research Council

NTT NERC Transition Team

ODID Operational Display and Input Development

PD/1/2/3 PHARE Demonstration 1/2/3

PHARE Programme for Harmonised Air Traffic Management
Research in EUROCONTROL

REP Report (EATCHIP/EATMP)

RHEA Role of the Human in the Evolution of ATM systems

SDE Senior Director, Principal EATMP Directorate or, in
short, Senior Director(ate) EATMP
(EUROCONTROL Headquarters)
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SHAPE (Project) Solutions for Human-Automation Partnerships in
European ATM (Project) (EATMP, HUM, HRS,
HSP)

STCA Short-Term Conflict Alert

TLX Task Load Index
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